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Increased spatial resolution in recent observations and modeling has revealed a richness of structure and processes on lateral scales of a kilometer in the upper ocean. Processes at this scale, termed submesoscale, are distinguished by order-one ($O(1)$) Rossby and Richardson numbers; their dynamics are distinct from those of the largely quasi-geostrophic mesoscale as well as fully three-dimensional, small-scale processes. Submesoscale processes make an important contribution to the vertical flux of mass, buoyancy, and tracers in the upper ocean. They flux potential vorticity through the mixed layer, enhance communication between the pycnocline and surface, and play a crucial role in changing the upper-ocean stratification and mixed-layer structure on a timescale of days. In this review, we present a synthesis of upper-ocean submesoscale processes that arise in the presence of lateral buoyancy gradients. We describe their generation through frontogenesis, unforced instabilities, and forced motions due to buoyancy loss or down-front winds. Using the semi-geostrophic (SG) framework, we present physical arguments to help interpret several key aspects of submesoscale flows. These include the development of narrow elongated regions with $O(1)$ Rossby and Richardson numbers through frontogenesis, intense vertical velocities with a downward bias at these sites, and secondary circulations that redistribute buoyancy to stratify the mixed layer. We review some of the first parameterizations for submesoscale processes that attempt to capture their contribution to, first, vertical buoyancy fluxes and restratification by mixed-layer instabilities and, second, the exchange of potential vorticity between the wind- and buoyancy-forced surface mixed layer, and pycnocline. Submesoscale processes are emerging as vital for the transport of biogeochemical properties, for
generating spatial heterogeneity that is critical for biogeochemical processes and mixing, and for the transfer of energy from meso- to small scales. Several studies are in progress to model, measure, analyze, understand, and parameterize these motions.

1. INTRODUCTION

The oceanic mesoscale flow field, characterized by a horizontal length scale of 10 to 100 km, has been studied extensively for its dynamics and its contribution to the lateral transport of heat, momentum, and tracers by means of eddies. Similarly, three-dimensional processes at small lengthscales less than a kilometer (0.1–100 m) have been investigated for their contribution to mixing and energy dissipation. However, submesoscales (~1 km) that lie intermediate to meso- and small-scale three-dimensional motions are less understood and have only more recently been brought to light through observational, modeling, and analytical studies. The submesoscale, characterized by $O(1)$ Rossby number dynamics, is not described appropriately by the traditional quasi-geostrophic theory that applies to mesoscales. It is not fully three-dimensional and nonhydrostatic, either, but is inevitably crucial to bridging the meso- and smaller scales through processes and dynamics that we are just beginning to understand. The objective of this article was to review and synthesize the understanding of submesoscales put forth through recent diverse studies.

Our discussion will focus on the upper ocean where submesoscale processes are particularly dominant due to the presence of lateral density gradients, vertical shear, weak stratification, a surface boundary that is conducive to frontogenesis, and a relatively small Rossby radius based on the mixed-layer depth. This is not to say that submesoscale phenomenon occurs solely in the upper ocean. In the ocean interior and abyss, there are submesoscale coherent vortices [McWilliams, 1985] and balanced flows associated with the oceanic vortical mode, which are thought to play an important role in the isopycnal stirring of tracers [Kunze and Stanford, 1993; Kunze, 2001; Polzin and Ferrari, 2003; Sundermeyer and Lelong, 2005]. Furthermore, internal gravity waves can vary on the submesoscale, but will not be described in this review.

The motivation to study submesoscale processes comes from several factors. As the geometrical aspect (depth to length) ratio and Rossby number $Ro$, associated with mesoand larger scale flow are $\ll 1$, and the Richardson number $Ri \gg 1$, the associated vertical velocities are $10^{-3}$ to $10^{-4}$ times smaller than the horizontal velocities, which are typically $0.1$ m s$^{-1}$. However, localized submesoscale regions develop in which $Ro$ and $Ri$ are $O(1)$. At these sites, submesoscale dynamics generate vertical velocities of $O(10^{-3})$ m s$^{-1}$ or $\sim 100$ m day$^{-1}$ that are typically an order of magnitude larger than those associated with the mesoscale. In addition, at the submesoscale, there is a marked asymmetry in the strength of upwelling versus downwelling and anticyclonic versus cyclonic vorticity, with an enhancement of downward velocity and cyclonic vorticity.

Owing to their large vertical velocities, submesoscale processes can be instrumental in transferring properties and tracers, vertically, between the surface ocean and the interior. This vertical transport plays an important role in supplying nutrients to the euphotic zone for phytoplankton production and exchanging gases between the atmosphere and the ocean. Understanding how vertical exchange is achieved between the biologically active, but nutrient-depleted, surface euphotic layer and the nutrient-replete thermocline has been a long-standing question for the carbon cycle and biogeochemistry of the upper ocean. For example, estimates of new production (phytoplankton production relying on a fresh rather than recycled supply of nutrients) based on oxygen utilization and cycling rates [Platt and Harrison, 1985; Jenkins and Goldman, 1985; Emerson et al., 1997] and helium fluxes [Jenkins, 1988] are much higher in the subtropical gyres than can be accounted for through the physical circulation in global carbon cycle models [Nafjar et al., 1992; Maier-Reimer, 1993]. Several studies, such as those of McGillicuddy and Robinson [1997] and McGillicuddy et al. [1998], suggest that mesoscale eddies act to pump nutrients to the euphotic zone. However, a basinwide estimate for the eddy-pumping fluxes [Oschlies, 2002a; Martin and Pondaven, 2003; Oschlies, 2007] turns out to be inadequate in supplying the nutrient flux required to sustain the observed levels of productivity in the subtropical gyres. As described above, vertical velocities associated with submesoscale features are much stronger than their mesoscale counterparts, suggesting that submesoscale vertical fluxes of nutrients may play a critical role in enhancing productivity not only in the subtropical gyres but in the world ocean as a whole.

A large part of the ocean’s kinetic energy resides at meso- and larger scales. At these scales, oceanic flow is largely two-dimensional and in a state of hydrostatic and geostrophic balance from which it is difficult to extract energy.
A major conundrum [McWilliams et al., 2001; McWilliams, 2003], therefore, is how energy is transferred from the mesoscale to the small scale at which it can be dissipated through three-dimensional processes. The strong ageostrophic flow at submesoscales can extract energy from the balanced state and transfer it to smaller scales. Charney [1971] argued that large-scale stirring would induce a forward enstrophy cascade consistent with a kinetic energy spectrum of slope $-3$. For the oceanic context, numerical simulations have shown that the quasi two-dimensional mesoscale flow field is characterized by kinetic energy spectra with a slope of $-3$ [Capet et al., 2008a; Klein et al., 2007]. Three-dimensional numerical simulations at progressively finer resolutions show that resolving submesoscale processes leads to flattening the kinetic energy spectra slope to $-2$ [Capet et al., 2008a] and a transfer of energy to larger as well as smaller scales [Boccaletti et al., 2007].

Yet, another factor associated with submesoscale instabilities is the flux of potential vorticity to and from the surface to the interior ocean and the change in stratification of the mixed layer. Submesoscale instabilities in the mixed layer are shown to hasten restratification and buoyancy transport several-fold as compared to what can be achieved through mesoscale baroclinic instability [Fox-Kemper et al., 2007]. Hence, their contribution to eddy transport can be significant. Present-day global circulation models do not resolve submesoscales; conceivably, this is the reason for the dearth of restratification processes and mixed layers that are far too deep in the models [Oschlies, 2002b; Hallberg, 2003; Fox-Kemper et al., 2007]. Hence, parameterizing these processes is of interest to climate modeling. Similarly, the cumulative vertical flux of potential vorticity through submesoscale processes can alter the potential vorticity budget of the thermocline and mixed layer [Thomas, 2005, 2007]. Submesoscale dynamics provide a pathway between the surface boundary layer, where properties are changed by friction and diabatic processes, and the interior, which is largely adiabatic and conserves properties.

Resolving submesoscales within the mesoscale field has been a challenge for models and observations, but one that is being currently met through improvements in technology. Hydrographic surveys using towed vehicles (such as a SeaSoar) equipped with conductivity-temperature-depth sensors have revealed submesoscale features in the upper ocean associated with compensated and uncompensated ocean fronts [e.g., Pollard and Regier, 1992; Rudnick and Luyten, 1996; Rudnick and Ferrari, 1999; Lee et al., 2006b]. Shipboard acoustic Doppler current profiler velocity measurements show that the distribution of the relative vorticity in the upper ocean is skewed to positive values, hinting at the presence of submesoscale flows with stronger cyclonic versus anticyclonic vorticity [Rudnick, 2001]. Recent observations centered around a drifter show the role played by the baroclinicity in setting the stratification within the mixed layer (Hosegood et al., Restratiﬁcation of the surface mixed layer with submesoscale lateral gradients: Diagnosing the importance of the horizontal dimension, submitted to Journal of Physical Oceanography, 2007). Similar measurements made following mixed-layer Lagrangian floats have captured rapid (occurring over a day) changes in the mixed-layer stratification that cannot be ascribed to heating or cooling, and hence, are thought to result from submesoscale processes [Lee et al., 2006a]. Further examples of submesoscale variability are seen in high-resolution velocity fields from radar [Shay et al., 2003], sea-surface temperature fields from satellites [Flament et al., 1985; Capet et al., 2008b], a proliferation of cyclonic vortices revealed by sunglitter on the sea surface [Munk et al., 2000], and biogeochemical sampling along ship transects. We are at an exciting juncture because we are now able to achieve the required resolution in models and observations to capture this scale. The results from high-resolution numerical modeling and analytical studies, several of which are discussed in this review, suggest that both forced and unforced instabilities drive submesoscale processes.

We begin section 2 by defining the term submesoscale and describing phenomena with which it is associated. Furthermore, we examine mechanisms that generate submesoscales in the upper ocean. In section 3, we present a mathematical framework for understanding the secondary circulation associated with fronts where submesoscale processes are found to be active. This framework is used to provide a dynamical explanation for several key features of submesoscale phenomena. In section 4, we discuss the implications of submesoscale phenomena, which include mixed-layer restratiﬁcation, vertical transport and biogeochemical fluxes, and potential vorticity fluxes. Finally, we provide a discussion of outstanding questions and possible connections to other areas.

2. PHENOMENOLOGY

2.1. What are Submesoscales?

An active flow field in the upper ocean generates localized regions, typically along filaments or outcropping isopycnals, within which the relative vertical vorticity $\zeta = v_z - u$ equals or exceeds the planetary vorticity $f$, and the vertical shear can be quite strong. The dynamics within these regions differs from mesoscale dynamics characterized by small Rossby numbers ($Ro \ll 1$) and large Richardson numbers ($Ri \gg 1$). We thus define submesoscale flows
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based on dynamics, as those where the gradient Rossby number, \( Ro = \left| \zeta \right| / f \), and the gradient Richardson number, \( Ri = N^2 / \partial_z u^2 \), are both \( \mathcal{O}(1) \), where \( u \) is the horizontal velocity, \( N^2 = \beta \) is the square of the buoyancy frequency, \( \beta = -g \rho' / \rho_0 \) is the buoyancy, \( \rho_0 \) is the density, \( g \) is the acceleration due to gravity, and \( \rho_0 \) is a reference density. If we introduce bulk Richardson and Rossby numbers: \( Ri_b = N^2 H^2 / U^2 \) and \( Ro_b = U / fL \) (\( U \), \( H \), and \( L \) are the characteristic speed, vertical lengthscale, and horizontal lengthscale of the velocity field, respectively), it then follows that submesoscale flows with \( Ro_b = Ri_b = \mathcal{O}(1) \) are also characterized by an order-one Burger number \( Bu = N^2 H^2 / f^2 L^2 \). It is worth noting that the bulk Richardson number can be related to the Froude number \( Fr = U / NH = 1 / \sqrt{Ri_b} \). Submesoscale flows, as we define them here, are hence characterized by \( Fr \geq 1 \). This parameter range with \( Ro_b = \mathcal{O}(1) \) is also relevant to the transition from geostrophic to stratified turbulence [e.g., Waite and Bartello, 2006].

The characteristic vertical extent \( H \) of upper-ocean submesoscale phenomena typically scales with the mixed-layer depth \( h_{ml} \). The condition that \( Bu \sim 1 \) implies that the horizontal lengthscale associated with submesoscale processes scales with the mixed-layer Rossby radius of deformation

\[
L \sim L_{ml} = \frac{N_{ml} h_{ml}}{f},
\]

where \( N_{ml} \) is the buoyancy frequency in the mixed layer. The weak stratification and limited vertical extent of mixed layers makes the characteristic length of submesoscale flows small relative to the first baroclinic Rossby radius of deformation that defines the mesoscale. For example, a mixed layer of depth \( h_{ml} = 100 \text{ m} \), with \( N_{ml} = 10^{-3} \text{ s}^{-1} \) in the mid-latitudes (\( f = 1 \times 10^{-4} \text{ s}^{-1} \)), yields \( L \sim L_{ml} = 1 \text{ km} \). Given this small horizontal scale, it only takes a relatively weak velocity of \( U = 0.1 \text{ m s}^{-1} \) to yield a Rossby number of order-one, indicating that such modest submesoscale flows can be susceptible to nonlinear dynamics and ageostrophic effects.

Another way to state the \( Bu \sim 1 \) condition is that the aspect ratio of submesoscale flows, \( \Gamma = H / L \), scales as \( f / N \). For typical oceanic conditions, \( f / N \ll 1 \), so that \( \Gamma \ll 1 \). Scaling the vertical momentum equation shows that the hydrostatic balance is accurate to \( O(Ro^2 \Gamma) \). Hence, although \( Ro = \mathcal{O}(1) \) for submesoscale flows, \( \Gamma \ll 1 \) in the upper ocean, and these processes can, to a good approximation, be considered hydrostatic. Indeed, non-hydrostatic effects are difficult to detect in submesoscale model simulations at horizontal grid resolutions of 500 m [Mahadevan, 2006].

Another perspective used to understand submesoscale processes is in terms of Ertel’s potential vorticity (PV)

\[
q = (f + \zeta) N^2 + \omega_h \cdot \nabla b,
\]

where \( \omega_h = (w_z - v_z, u_z - w_z) \) is the horizontal vorticity and \( \nabla b \) is the horizontal buoyancy gradient. At large scales and in the interior, \( q \) is dominated by the planetary PV: \( fN^2 \). At mesoscales, the contribution from the vertical vorticity, \( \zeta N^2 \), becomes important. In the upper ocean, in the presence of density gradients arising from frontal filaments or outcropping isopycnals, the contribution to \( q \) from the horizontal buoyancy gradient and the thermal wind shear \( (\omega_h^x, \omega_h^y) = (-b/f, b/f) \) becomes important and always tends to lower the PV. More specifically, the contribution to the PV from horizontal buoyancy gradients is as large as the planetary PV and significantly reduces the magnitude of the total PV when the Richardson number is \( \mathcal{O}(1) \), that is, when the flow is submesoscale according to our dynamical definition [Tandon and Garrett, 1994; Thomas, 2007]. Submesoscale dynamics are thus intimately linked with processes that modify the PV, such as forcing by wind stress and buoyancy fluxes and advection of PV by eddies. This chapter therefore often uses PV as a means to help interpret submesoscale physics.

Next, we describe mechanisms that are known to be active in generating submesoscales including (1) frontogenesis; (2) unforced instabilities, such as the ageostrophic baroclinic instability [Molemaker et al., 2005; Boccaletti et al., 2007]; and (3) forced motion, such as flows affected by buoyancy fluxes or friction at boundaries. We will use the results from a numerical model to individually demonstrate the above submesoscale mechanisms. Although the submesoscale conditions are localized in space and time, the mesoscale flow field is crucial in generating them. In the ocean, it is likely that more than one submesoscale mechanism acts in tandem with mesoscale dynamics to produce a complex submesoscale structure within the fabric of the mesoscale flow field.

2.2. Frontogenesis

Consider the flow field generated by a geostrophically balanced front in the upper mixed layer of the ocean overlying a pycnocline. As the front becomes unstable and meanders, the nonlinear interaction of the lateral velocity shear and buoyancy gradient locally intensify the across-front buoyancy gradient. Strong frontogenetic action pinches outcropping isopycnals together, generating narrow regions in which the lateral shear and relative vorticity become very large, and the Ro and Ri become \( \mathcal{O}(1) \). At these sites, the lateral strain rate \( \mathbf{S} = (U_v - v_y) + (v_y - u_y) \) is also large, and strong ageostrophic overturning circulation generates intense vertical velocities. In Figure 1, we plot the density, horizontal and vertical velocities, strain rate, Ro, and Ri from a frontal region in a model simulation. The model was initialized with an across-front density variation of 0.27 kg m\(^{-3}\).
across 20 km (i.e., $|b| = 10^{-7}$ s$^{-2}$), over a deep mixed layer extending to 250 m and allowed to evolve in an east–west periodic channel with solid southern and northern boundaries. Submesoscale frontogenesis is more easily seen when the mixed layer is deep because the horizontal scale, which is dependent on $h_{ml}$, is larger and more readily resolved in the numerical model. Here, the mixed layer is taken to be 250 m deep so as to exaggerate frontogenesis. As the baroclinically unstable front meanders, the lateral buoyancy gradient is spontaneously locally intensified in certain regions, as in Figure 1, generating submesoscale conditions at sites approximately 5 km in width. This mechanism is ubiquitous to the upper ocean due to the presence of lateral buoyancy gradients and generates submesoscale phenomena when intensification can proceed without excessive frictional damping, or in a model with sufficient numerical resolution and minimal viscosity.

2.3. Unforced Instabilities

The instabilities in the mixed-layer regime where $Ro = \mathcal{O}(1)$ and $Ri = Ro^{-1/2} = \mathcal{O}(1)$ are different from the geostrophic baroclinic mode in several respects. The geostrophic baroclinic instability problem of a sheared rotating stratified flow in thermal wind balance with a constant horizontal buoyancy gradient was investigated using hydrostatic [Stone, 1966, 1970] and non-hydrostatic equations [Stone, 1971] for finite values of $Ro$. Molemaker et al. [2005] extend these analyses by examining them in the context of loss of balance that leads to a forward energy cascade. Their instability analysis is applicable to the mixed-layer regime and shows two distinct instabilities. The largest growth rates arise for a geostrophic mode (large Ro Eady mode), which is mostly balanced and well captured by hydrostatic equations [Stone, 1966, 1970]. Boccaletti et al. [2007]
investigate an instability problem similar to Molemaker et al. [2005] and Stone [2007], although with a reduced gravity bottom boundary condition. They show that baroclinic instability arises at the mixed-layer Rossby radius of deformation, that is, \( R = 1 \sim 10 \text{ km} \) in the mixed layer. While Boccaletti et al. [2007] call this instability ageostrophic (as the instability arises in a high Ro and small Ri regime), this mixed-layer instability (MLI) is the geostrophic mode of Molemaker et al. [2005] and is akin to the Eady mode for large Ro, small Ri. MLI, or the geostrophic mode, is mostly in balance (meaning that it can be diagnosed from PV), and its timescale, given by \( Ri^{1/2}/f \), is \( \mathcal{O}(1/f) \), as \( Ri \sim 1 \). This timescale is much shorter than that of mesoscale baroclinic instability, and MLI hastens the slumping of fronts and hence leads to rapid restratification of the mixed layer.

In Figure 2, we show the evolution of the mixed-layer (balanced) mode or MLI in a model simulation as it rapidly restratifies the mixed layer. The model is initialized with a north-south buoyancy gradient in the mixed layer, which decays with depth in the upper thermocline. The east-west oriented front is seen to develop submesoscale meanders that merge and expand in lengthscale to the internal Rossby radius. As this occurs, lighter water overrides the denser side of the front, and as the frontal outcrop is pushed back, the front slumps and the mixed layer restratifies. The simulation replicates the phenomena in the work of Boccaletti et al. [2007]. In this unforced case, the submesoscale wiggles at the front grow at \( \mathcal{O}(f^{-3}) \) timescales between days 5 and 10 of the simulation, and transcend to mesoscale meanders within a couple of days by the upscale transfer of energy. The evolution of meanders then progresses at mesoscale timescales, but submesoscale processes continue to dominate the secondary circulation and the vertical fluxes at the front, leading to restratification. The values of the local Ro and gradient Ri during the evolution of the MLI suggest that the instability is largely driven by the ageostrophic component of the flow, although it is largely in gradient wind balance.

**Figure 2.** (a) Sequential figures of the surface density showing the evolution of the mixed layer instability. (b) Hovmöller plot of the across-front surface density at \( x = 60 \text{ km} \). (c) Hovmöller plot showing the evolution of the square of the buoyancy frequency \( N^2 \) over time averaged across the section at \( x = 60 \text{ km} \). The density is expressed in units of kg m\(^{-3}\), while \( N^2 \) is multiplied by \( 10^5 \) and is expressed in s\(^{-2}\).
A departure from balanced dynamics, in which submesoscale dynamics most likely play an important role, facilitates a forward cascade of energy [McWilliams et al., 2001]. The nongeostrophic, unbalanced mode of Molemaker et al. [2005] requires that the difference between the absolute vorticity, \( A = f + \omega \cdot u \), and the magnitude of the strain rate, that is, \( A - |\mathbf{S}| \), changes sign. The frontal simulation in Figure 1 shows that this criteria is well satisfied in regions where active frontogenesis and MLI occur. However, diagnosis of the unbalanced mode remains a challenge because a method is required to decompose the flow into its balanced and unbalanced components. The imbalance itself has to be characterized as either a departure from a hydrostatic and cyclostrophically adjusted state (pressure imbalance) or as a departure from a state that is fully diagnosable from the Ertel potential vorticity (PV imbalance). These different imbalance characterizations lead to different decompositions. PV-based decompositions for nonhydrostatic equations have been suggested by Mckiver and Dritschel [2008] and Vitidez and Dritschel [2004]. In submesoscale-resolving numerical simulations, Mahadevan and Tandon [2006] used the quasigeostrophic omega equation to diagnose the balanced vertical velocities and compared these to the vertical velocities from the three-dimensional model. Likewise, one may diagnose the three-dimensional ageostrophic stream function (described in section 3.1.3) to represent the balanced flow and compare it with the ageostrophic secondary circulation (ASC) from the model. Capet et al. [2008a] calculate normalized departures from gradient wind balance in simulations of the California Current system. By successively increasing the horizontal model resolution, they see a greater departure from gradient wind balance, indicative of unbalanced instabilities.

2.4. Forced Motions

Applying destabilizing atmospheric forcing to baroclinic mesoscale features can lead to the generation of submesoscale motions. Destabilizing atmospheric forcing is defined as that which tends to reduce the stratification, Richardson number, and, more generally, the PV of the upper ocean. Such forcing can arise from heat or salt fluxes that extract buoyancy from the ocean or by down-front wind stress.

2.4.1. Buoyancy loss. Uniformly cooling a mesoscale flow or differentially cooling a laterally homogeneous layer can trigger submesoscale instabilities. The case of differential cooling was investigated by Haine and Marshall [1998] using non-hydrostatic numerical simulations run in two- and three-dimensional configurations. In both configurations, the differential cooling creates a lateral buoyancy gradient that forms a baroclinic jet through geostrophic adjustment. Due to the destabilizing forcing, the PV of the baroclinic jet is drawn to negative values, which, in the two-dimensional simulations, triggers symmetric instability of submesoscale (\( O(1 \text{ km}) \)) width that mixes the PV to create a mixed layer with nearly zero PV, nonzero stratification, and an order-one Richardson number. In the three-dimensional configuration, the jet goes unstable to baroclinic waves that have similar properties to the geostrophic mode described by Molemaker et al. [2005] and the MLI of Boccaletti et al. [2007], that is, with horizontal scales \( \sim 5 \text{ km} \) and timescales of development of \( O(1 \text{ day}) \). The baroclinic instability of Haine and Marshall [1998] rapidly re-stratifies the mixed layer and grows in horizontal scale, as seen in the numerical experiments of Boccaletti et al. [2007] and the solution presented in Figure 2.

The case of uniform cooling of a mesoscale flow was investigated using nonhydrostatic numerical simulations by Legg et al. [1998] and Legg and McWilliams [2001] for a flow consisting of an initial mesoscale eddy field and by Yoshikawa et al. [2001] for an ocean front. When a single cyclonic eddy is cooled by Legg et al. [1998], erosion of stratification reduces the Rossby radius of deformation to a value smaller than the radius of the eddy and allows for the formation of submesoscale baroclinic waves on the edges of the eddy. Numerical experiments in which a mixture of baroclinic cyclonic and anticyclonic eddies are cooled were analyzed by Legg and McWilliams [2001]. In these experiments, the barotropic eddy kinetic energy is observed to increase at a faster rate as compared to the case without cooling, suggesting that cooling, by triggering submesoscale baroclinic instability, provides an additional means of converting available potential energy at mesoscales to barotropic eddy kinetic energy.

Yoshikawa et al. [2001] detailed the way in which destabilizing buoyancy fluxes at an ocean front can enhance the frontal vertical circulation. Comparing forced and unforced model runs, they showed that lateral strain associated with baroclinic instabilities was stronger for fronts forced by cooling and resulted in more intense frontogenesis. Using the semi-geostrophic omega equation, Yoshikawa et al. [2001] demonstrated that the amplified frontogenetic strain, combined with the cooling-induced low PV in the mixed layer, causes an enhancement in the strength of the frontal vertical circulation. We will elaborate on the dynamics of this important result in section 3.1.1.

2.4.2. Down-front wind stress. Down-front winds, that is, winds blowing in the direction of the surface frontal jet, reduce the stratification and Richardson number in the surface boundary layer and thus provide favorable conditions for submesoscale phenomena [Thomas and Lee, 2005; Thomas,
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2005. Non-hydrostatic simulations show that for this wind orientation, Ekman flow advects denser water over light, destabilizing the water column and triggering convective mixing [Thomas and Lee, 2005]. The strength of this mixing is set by the magnitude of the surface lateral buoyancy gradient and the Ekman transport, the latter being a function of the vorticity of the flow. This is because flows with \( O(1) \) Rossby number exhibit nonlinear Ekman dynamics in which the advection of momentum plays a role in the Ekman balance. This causes the Ekman transport to vary inversely with the absolute, rather than planetary, vorticity [Stern, 1965; Niiler, 1969; Thomas and Rhines, 2002]. One of the more striking results of nonlinear Ekman dynamics is that a spatially uniform wind stress will induce Ekman pumping or suction if it is blowing over a current with lateral variations in its vorticity field. For example, a down-front wind blowing over a frontal jet will drive surface Ekman transport from the dense to light side of the front. The transport is weaker (stronger) on the cyclonic (anticyclonic) side of the jet and hence induces a secondary circulation with convergence and downwelling on the dense side of the front and divergence and upwelling at the center of the jet. Localized mixing caused by Ekman-driven convection at the front drives an additional secondary circulation. For down-front winds, frontal intensification can occur when the two secondary circulations modify the vertical vorticity and lateral buoyancy gradient in such a way as to enhance the nonlinear Ekman pumping or suction and Ekman-driven convection, thus reinforcing the secondary circulations themselves. This positive feedback mechanism can lead to the growth of multiple fronts in a mixed layer with an initially spatially uniform horizontal buoyancy gradient forced by down-front winds [Thomas and Lee, 2005].

The submesoscale-resolving, wind-forced model simulations of Mahadevan and Tandon [2006] and Capet et al. [2008a] show a preponderance of positive vorticity at submesoscales. Downward velocities are more intense and narrowly confined in elongated regions relative to upward velocities. The simulations of Mahadevan and Tandon [2006] demonstrate how even a weak, sustained downfront wind stress (of magnitude 0.025 N m\(^{-2}\)) generates a profusion of frontal structures that exhibit very large strain rates, relative vorticity, and vertical velocities in the surface mixed layer. These characteristics can be explained by SG dynamics, as shown in section 3.1.1. In contrast to the upper ocean, the velocity structure in the stratified pycnocline remains largely mesoscale in character.

Convective mixing induced by down-front winds leads to a reduction in the PV. This modification of the PV is due to an upward frictional PV flux that extracts PV from the ocean. The numerical simulations of Thomas [2005] demonstrate how this frictional PV flux is transmitted through the oceanic surface layer by submesoscale secondary circulations that downwell low PV from the surface while upwelling high PV from the pycnocline, yielding a vertical eddy PV flux that scales with the surface frictional PV flux. Although these numerical experiments were two-dimensional, fully three-dimensional simulations of wind-forced fronts have also shown such a vertical exchange of PV by submesoscale frontal circulations [Capet et al., 2008b; Mahadevan and Tandon, 2006; Thomas, 2007]. In the work of Thomas [2007], the subduction of the low PV surface water results in the formation of a submesoscale coherent vortex or intrathermocline eddy. The vortex was shown to exert an along-isopycal eddy PV flux that scales with the wind-driven fractional PV flux at the surface. The eddy PV flux drove an eddy-induced transport or bolus velocity down the outcropping isopycal, which had an effect on the large-scale mean flow. The correspondence of the eddy and fractional PV fluxes in both the two- and threedimensional simulations suggests that a possible approach for parameterizing wind-forced submesoscale phenomena is to use a parameterization scheme based on PV fluxes, a subject that will be discussed further in section 4.2.

3. SUBMESOSCALE DYNAMICS

The timescale of variability for submesoscale flows is often not very distinct from the period of near-inertial internal gravity waves, but unlike internal gravity waves, submesoscale flows are to a large extent balanced. This implies that submesoscale dynamics are determined by a single scalar field from which all other variables (density, horizontal and vertical velocity, etc.) can be determined using an invertibility principle [McKiver and Dritschel, 2008]. In the most familiar approximate forms of the equations governing balanced flows, there are two choices for the controlling scalar field: the horizontal streamfunction (e.g., the balanced equations of Gent and McWilliams [1983]) and the potential vorticity (e.g., the quasi- and semigeostrophic models of Charney [1948] and Eliassen [1948], respectively). Of the models listed above, the quasi-geostrophic (QG) model places the most severe restriction on the Rossby and Richardson numbers. QG theory assumes that \( Ro \ll 1 \) and \( 1/Ri \ll 1 \); consequently, it is not designed to accurately describe the dynamics of submesoscale phenomena. A thorough study of the advantages and disadvantages of each model listed above can be found in McWilliams and Gent [1980]. In general, for flows with significant curvature, the balance equations are the most accurate [Gent et al., 1994]. However, for relatively straight flows, the SG equations are accurate and provide insights into the dynamics of the intense fronts and vertical circulations typical of submesoscale features.
in a relatively simple manner. In this section, we will describe some of the key features of submesoscale phenomena, namely frontogenesis, strong vertical circulation, restratification, forward cascade through frontogenesis, and nonlinear Ekman effects using the dynamical framework of the semigeostrophic equations.

3.1. Semigeostrophic Dynamics

In SG theory, the flow is decomposed into geostrophic and ageostrophic components \( \mathbf{u} = \mathbf{u}_g + \mathbf{u}_a \), where the geostrophic velocity \( \mathbf{u}_g = \hat{k} \times \nabla_g p/f \) and \( p \) is the pressure. The SG equations are

\[
\frac{D\mathbf{u}_g}{Dt} = -f \hat{k} \times \mathbf{u}_g \tag{3}
\]

\[
0 = -\frac{1}{\rho_o} \frac{\partial p}{\partial z} + b \tag{4}
\]

\[
\frac{Db}{Dt} = 0 \tag{5}
\]

\[
\nabla \cdot \mathbf{u}_a = 0, \tag{6}
\]

with \( D/Dt = \partial / \partial t + (\mathbf{u}_g + \mathbf{u}_a) \cdot \nabla \). These are valid if \( D\mathbf{u}/Dt \ll f\mathbf{u} \) and \( D\mathbf{v}/Dt \ll f^2 \mathbf{v} \), that is, if the Lagrangian timescale of variability of the flow is much longer than an inertial period [Hoskins, 1975].

3.1.1. Two-dimensional vertical circulation. Consider a front in the \( y - z \) plane, that is, \( b_\| \neq 0 \) and \( b_z = 0 \) where the along-front velocity \( u \) is purely geostrophic, that is, \( u = u_\| \) and in thermal wind balance, \( f u_\| = -b_\parallel \). The two-dimensional ageostrophic circulation can be described by an across-front overturning streamfunction \( \psi \) where \( (v_\|, w) = (\psi_\parallel, -\psi) \).

As first derived by Eliassen [1948] and Sawyer [1956], a single equation for \( \psi \) can be constructed by combining the \( y \) derivative of the buoyancy equation (5), with the \( z \) derivative of the zonal component of (3), yielding

\[
F_2^2 \frac{\partial^2 \psi}{\partial z^2} + 2S_2^2 \frac{\partial^2 \psi}{\partial z \partial y} + N^2 \frac{\partial^2 \psi}{\partial y^2} = -2Q^y_z, \tag{7}
\]

where \( N^2 = b_\parallel, S_2^2 = b_z = f u_\|, F_2^2 = f(u - u_\|), \) and \( Q^y_z \) is the \( y \) component of the \( Q \) vector

\[
Q^y = (Q^y_1, Q^y_2) = \left(-\frac{\partial u_\|}{\partial x} \cdot \nabla b, -\frac{\partial u_\|}{\partial y} \cdot \nabla b \right) \tag{8}
\]

introduced by Hoskins et al. [1978]. A geostrophic flow with a nonzero \( Q \) vector will modify the magnitude of the horizontal buoyancy gradient following the equation

\[
\frac{D}{Dt}[\nabla b]^2 = Q^y \cdot \nabla b \tag{9}
\]

and will consequently disrupt the thermal wind balance of the flow. To restore geostrophy, an ASC is required, and its solution is governed by (7). The sign of the potential vorticity of the two-dimensional geostrophic flow

\[
q_{2D} = \frac{1}{f} \left( F_2^2 N^2 - S_2^4 \right) = f N^2 \left[ 1 + \frac{Ro_{2D}}{Ri_{2D}} - \frac{1}{Ri_{2D}} \right], \tag{10}
\]

where \( Ro_{2D} = -u_\| f \) and \( Ri_{2D} = S_2^2/(u_\|)^2 \), determines the canonical form of (7). When \( f u_{2D} > 0 \), (7) is elliptic, but when \( f u_{2D} < 0 \), (7) is hyperbolic and has an entirely different character. Although (7) is formally valid only for two-dimensional ageostrophic motions, it is useful for diagnosing the importance of various mechanisms in generating an ASC and large vertical velocities in the presence of lateral buoyancy gradients. A three-dimensional version of this equation with diabatic and frictional effects is thus presented and discussed in section 3.1.3.

The solution to (7) can be found using the method of Green’s functions. The Green’s function for \( \psi \) satisfies the following equation:

\[
F_2^2 \frac{\partial^2 G}{\partial z^2} + 2S_2^2 \frac{\partial^2 G}{\partial z \partial y} + N^2 \frac{\partial^2 G}{\partial y^2} = \delta(y - \mathcal{Y}, z - \mathcal{Z}), \tag{11}
\]

which, for any \( Q \)-vector distribution yields the ageostrophic circulation: \( \psi = -2 \iint G(y - \mathcal{Y}, z - \mathcal{Z})Q^y \mathcal{Y} d\mathcal{Y} d\mathcal{Z} + \psi_y \), where \( \psi_y \) is a homogeneous solution to (7) satisfying the boundary conditions. The solution to (11) for constant coefficients is

\[
G = \frac{1}{4\pi \sqrt{|q_{2D}|}} \log |\text{Arg}|, \tag{12}
\]

where

\[
\text{Arg} = \frac{|(y - \mathcal{Y}) - (z - \mathcal{Z})S_2^2/F_2^2|^2}{L_{SG}^2} + \frac{(z - \mathcal{Z})^2}{H^2},
\]

and

\[
L_{SG} = H \frac{\sqrt{|q_{2D}|}}{F_2^2} \tag{13}
\]
is the semigeostrophic Rossby radius of deformation and \( H \) is a characteristic vertical lengthscale of the flow [Eliassen, 1951; Hakim and Keyser, 2001]. \( G \) is plotted in Figure 3 for a buoyancy field that decreases in the \( y \) direction \((S^2_y > 0)\). Streamlines take the shape of tilted ellipses oriented at an angle \( \theta = 0.5 \tan^{-1}[2S^2_y/(N^2 - F^2)] \). For typical conditions, \( F^2 \ll [S^2_y] \ll N^2 \), the ellipses are oriented parallel to isopycnals, \( \tan \theta = S^2_y/N^2 \), and the secondary circulations form slantwise motions along isopycnals. The sense of the secondary circulation of \( G \) is thermally direct, tending to flatten isopycnals. The Green’s function is driven by a right-hand-side forcing of (7) corresponding to a negative point-source \( Q \) vector so that \( Q^r \cdot \nabla b > 0 \), indicating that this secondary circulation is associated with frontogenetic forcing, that is, \( D(\nabla^2 b)^2/Dt > 0 \). If either the buoyancy gradient or the direction of the \( Q \) vector were reversed, a thermally indirect circulation would be induced that tends to steepen isopycnals.

The vertical velocity associated with (12) is \(-\partial G/\partial y\), or

\[
  w = \frac{F^4}{2\pi (f q_{2D})^{3/2} H^2} \frac{(y - Y)}{\text{Arg}} \tag{14}
\]

and has a magnitude that varies greatly with the PV and vertical vorticity of the geostrophic flow. This solution suggests that for a given geostrophic forcing, in regions of low PV (where the Richardson number, stratification, or absolute vorticity of the fluid is small), the vertical circulation is strong. This amplification of the vertical circulation in regions of low PV was also noted by Yoshikawa et al. [2001], as noted in section 2.4.2. The solution given by (14) also suggests that \( w \) will be stronger in regions of cyclonic versus anticyclonic vorticity when both regions have the same PV. The enhancement of the vertical velocity in areas of low PV and high vertical vorticity is a consequence of the reduction in the characteristic horizontal lengthscale of the circulation in accordance with (13). This reduction in lengthscale is more pronounced for flows with high Rossby number and low Richardson number.

3.1.2. Horizontal deformation and frontal collapse. A simple yet dynamically insightful model for the formation of intense fronts in the submesoscale regime (\( Ro \sim Ri \sim 1 \)) is the horizontal deformation model of Hoskins and Bretherton [1972]. In this model, the geostrophic flow is decomposed into two parts,

\[
  (u_g, v_g) = (\alpha x + u'_g(y,z,t), -\alpha y). \tag{15}
\]
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Figure 3. Ageostrophic secondary circulation \( G \) driven by a negative point-source \( Q \) vector, \( Q^r \cdot \nabla b > 0 \), at \( y = Y, z = Z \). Isopycnals (gray contours) slant upward to the north due to a southward buoyancy gradient. For this frontogenetic forcing, \( Q^r \cdot \nabla b > 0 \), the circulation is thermally direct and tends to restratify the fluid.
The parts are associated with a deformation field with confluence $\alpha = \text{constant} > 0$, and a time-evolving, two-dimensional zonal flow $u^\prime$, respectively. In the context of submesoscale phenomena, the deformation field could be associated with a mesoscale eddy field, while $u^\prime$ could be interpreted as an evolving submesoscale frontal feature. The equations are solved by introducing a geostrophic coordinate following the method of Hoskins and Bretherton [1972].

The solution for a front with an initial laterally varying buoyancy field $B = \nabla b/2 \tanh(y/L)$, with $\Delta b = 0.0016 \text{ m s}^{-2}$ and $L = 4 \text{ km}$, in a background stratification of $N^2 = 4.2 \times 10^{-6} \text{ s}^{-2}$ and forced by a confluence $\alpha = 0.1 f$ ($f = 1 \times 10^{-4} \text{ s}^{-1}$) is shown in Figure 4. As the geostrophic forcing is frontogenetic, a thermally direct secondary circulation with an upward vertical buoyancy flux $\overline{w\delta b} > 0$ (the overline denotes a lateral average) is induced. The ageostrophic flow is itself frontogenetic and leads to the formation of a frontal discontinuity in the zonal velocity and buoyancy field that first appears at the horizontal boundaries in a finite amount of time. During frontogenesis, asymmetric vertical vorticity and vertical velocity distributions are generated. Near the upper (lower) boundaries, regions of intense cyclonic vorticity and downward (upward) vertical velocities coincide, consistent with the argument presented in section 3.1.3 that the characteristic lateral lengthscale of the secondary circulation (13) is compressed in areas of high absolute vorticity. The formation of the discontinuity in the zonal velocity field causes the horizontal wavenumber spectrum of $u$ to flatten in time, asymptoting to a $l^{-8/3}$ spectrum as the time of frontal collapse approaches [Andrews and Hoskins, 1978]. As the frontal discontinuity forms, the maximum in the Rossby and inverse Richardson numbers grows rapidly, taking on values greater than one. The evolution of $Ro$ and $Ri^{-1}$ closely track one another. This is a consequence of conservation of PV. For large
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**Figure 4.** Solution of the horizontal deformation model for an initial buoyancy field $B = \Delta b/2 \tanh(y/L)$: (a) $w$ and (b) $u$ at $z = -2.5 \text{ m}$, and (c) the overturning streamfunction $\psi$ (gray contours) and buoyancy $b$ (black contours) at $t = 1.5$ inertial periods when frontal collapse at the boundaries is about to occur. (d) The horizontal spectrum of $u$ at $z = 0$ for $t = 0.26$ (dotted), 0.67 (gray), 1.09 (dot–dash), and 1.50 (black) inertial periods. The dashed line denotes a $-8/3$ spectral slope. (e) Evolution of the maximum in the Rossby (solid) and inverse Richardson (dashed) number of the flow at $z = 0$. A dotted line at $Ro = Ri^{-1} = 1$ is plotted for reference.
Rossby numbers, the PV given by (10) is approximately $q_{eq} = fN^2(Ro_{eq} - Ri_{eq})$ so that for the PV to be conserved, $Ro_{eq} \approx Ri_{eq}$. Many of these features of the deformation model (asymmetric vorticity and $w$ distributions, restratifying secondary circulations, flatter kinetic energy spectra, and coincident regions of high Rossby and low Richardson numbers) are typical of submesoscale flows and suggests that the simple physics encompassed in this model is quite relevant to the dynamics of submesoscale phenomena. It should be noted, however, that the semi-geostrophic equations can only be integrated until the first frontal discontinuity forms. Therefore, while semigeostrophic theory provides an accurate description of submesoscale frontal dynamics before frontal collapse, it cannot capture the continuing steepening of fronts after frontal collapse [Boyd, 1992].

### 3.1.3. Three-dimensional overturning circulation with frictional and diabatic effects.

The semi-geostrophic equations can be used to study fully three-dimensional flows as well, provided that the cross-stream lengthscale is much less than the radius of curvature of the flow [Gent et al., 1994]. In particular, semigeostrophic theory is useful for understanding the three-dimensional ageostrophic secondary circulation, which can concisely be described in terms of a vector streamfunction ($\phi, \psi$) such that

$$u_{eq} = \frac{\partial \phi}{\partial z}, \quad v_{eq} = \frac{\partial \psi}{\partial z}, \quad w = -\left(\frac{\partial \phi}{\partial x} + \frac{\partial \psi}{\partial y}\right)$$

[Hoskins and Draghici, 1977]. If friction or diabatic effects are included, then the governing equation for the ageostrophic circulation is

$$\left(\begin{array}{cc}
L_{11} & L_{12} \\
L_{21} & L_{22}
\end{array}\right)\left(\begin{array}{c}
\phi \\
\psi
\end{array}\right) = -2\left(\begin{array}{c}
\frac{Q_2^s X}{Q_1^s} \\
\frac{Q_2^s Y}{Q_1^s}
\end{array}\right) + f\frac{\partial}{\partial z}\left(\begin{array}{c}
Y \\
X
\end{array}\right) - \left(\begin{array}{c}
\frac{\partial D}{\partial x} \\
\frac{\partial D}{\partial y}
\end{array}\right),$$

$$\left(\begin{array}{c}
\frac{\partial}{\partial x} \\
\frac{\partial}{\partial y}
\end{array}\right),$$

where ($X, Y$) are the components of the horizontal frictional force and $D$ represents diabatic processes, that is,

$$F = (X, Y) \quad \text{and} \quad D \equiv Db/Dr.$$

(17)

For example, if lateral mixing of momentum and buoyancy are negligible, ($X, Y$) = $\partial(\tau', \tau')/\rho_s$ and $D = -\partial F^b$, where ($\tau', \tau'$) and $F^b$ are the turbulent stress and vertical buoyancy flux, respectively. The differential operator on the left hand side of (17) is

$$\mathcal{L}_{11} = F_1^2 \frac{\partial^2}{\partial z^2} - 2S_1^2 \frac{\partial^2}{\partial z^2} + N^2 \frac{\partial^2}{\partial x^2}$$

$$\mathcal{L}_{12} = -C^2 \frac{\partial^2}{\partial z^2} + 2S_2^2 \frac{\partial^2}{\partial z^2} + N^2 \frac{\partial^2}{\partial y^2}$$

$$\mathcal{L}_{21} = -C^2 \frac{\partial^2}{\partial z^2} - 2S_1^2 \frac{\partial^2}{\partial z^2} + N^2 \frac{\partial^2}{\partial y^2}$$

$$\mathcal{L}_{22} = F_2^2 \frac{\partial^2}{\partial z^2} + 2S_2^2 \frac{\partial^2}{\partial z^2} + N^2 \frac{\partial^2}{\partial y^2},$$

where, $N^2$, $F_1^2$, and $S_1^2$ are the same as in (7), and the coefficients $F_1^2$, $S_1^2$, and $C^2$ are functions of the stratification, shear, and confluence or divergence of the geostrophic flow as follows:

$$F_1^2 = f\left(f + \frac{\partial v_z}{\partial x}\right), \quad S_1^2 = f\frac{\partial v_z}{\partial z},$$

$$C^2 = -f\frac{\partial v_z}{\partial y} = f\frac{\partial u_z}{\partial x}.$$  

(19)

As shown by Hoskins and Draghici [1977], equation (17) forced solely by the “geostrophic forcing” term I can be converted to the semigeostrophic omega equation.

Similar to the “geostrophic forcing”, vertically varying frictional forces or laterally varying buoyancy sources or sinks (terms II and III respectively) will disrupt the thermal wind balance and hence drive ageostrophic circulations [Eliassen, 1951]. In addition, it is worth noticing that the equations governing nonlinear Ekman dynamics are encompassed in (17) when term II is balanced on the left hand side by terms with coefficients $F_1^2$ and $F_2^2$. For example, if the geostrophic flow were purely zonal and forced by a zonal wind stress $\tau^s_0$, then the meridional Ekman transport $M^e_\psi = \int_{-\infty}^{0} \nu dz$ can be found by vertically integrating term II twice and dividing by $F_1^2$ (assuming that $u_0$ is approximately constant through the thickness of the Ekman layer) yielding

$$M^e_\psi = -\frac{\tau^s_0}{\rho_o (f - \partial u_0/\partial y)|z=0)},$$

(20)

which is the solution of Stern [1965] and Niiler [1969] allowed to in section 2.4.2. Term III is important at wind-forced fronts where Ekman flow can advect dense water over light, generating convection and turbulent mixing of buoyancy at the front. The strength of this mixing is set by a wind-driven buoyancy flux

$$F_{wind} = M \cdot \nabla h|z=0, \quad \text{(21)}$$

which is a function of both the lateral buoyancy gradient and, as a result of (20), the vertical vorticity of the front. This
mixing drives (through term III) frontogenetic ageostrophic secondary circulations [Thomas and Lee, 2005].

For submesoscale flows in the upper ocean, all three forcing terms of (17) are likely to play a role in driving an overturning circulation. In inferring the vertical velocities from high-resolution hydrographic and velocity observations in the upper ocean, it is often assumed that term I dominates the dynamics (i.e., the vertical velocity follows the omega equation) and that the ASC is well described by the quasi-geostrophic version of (17), that is with \( F_1^2 \rightarrow f^2, F_2^2 \rightarrow f^2, C^2 \rightarrow 0, N^2 \rightarrow N^2, S_1^2 \rightarrow 0, \) and \( S_2^2 \rightarrow 0 \) [e.g., Pollard and Regier, 1992; Viúdez et al., 1996; Rudnick, 1996; Allen and Smeed, 1996; Pinot et al., 1996; Shearman et al., 1999; Vélez-Belchí et al., 2005]. The validity of these assumptions comes into question for submesoscale flows, especially if the flows are exposed to atmospheric forcing. The QG omega equation does not work well for diagnosing vertical velocities when tested with a high-resolution numerical simulation that generates \( \mathcal{O}(1/Ro) \), as it misdiagnoses the position and sign of the most intense vertical velocities near the surface [Mahadevan and Tandon, 2006]. To account for departures from QG dynamics for high Rossby number flows, methods for diagnosing the vertical velocity from observations have been employed that use the inviscid, adiabatic semigeostrophic omega equation [Naveira Garabato et al., 2001] or the generalized omega equation [Pallàs Sanz and Viúdez, 2005]. For forced upper ocean flows where friction and diabatic processes can be important, methods for inferring the overturning circulation using variants of (17) have been utilized [e.g., Nagai et al., 2006; L. N. Thomas, C. M. Lee, and Y. Yoshikawa, The subpolar front of the Japan/East Sea II: Inverse method for determining the frontal vertical circulation, submitted to Journal of Physical Oceanography, 2008].

To yield a unique solution for the ASC for given boundary conditions, (17) must be elliptic. Equation (17) switches from being elliptic to hyperbolic, and the semigeostrophic limit of balance is crossed when the three-dimensional semigeostrophic PV

\[
q_{3D} = \left[ (F_1^2 F_2^2 - C^4) N^2 + 2C^2 S_1^2 S_2^2 - F_2^2 S_1^4 - F_1^2 S_2^4 \right] / f^3
\]

(22)
multiplied by the Coriolis parameter becomes negative, that is \( f q_{3D} < 0 \). Hoskins [1975] demonstrated that the semigeostrophic equations without friction and diabatic terms, that is (3)–(6), can be manipulated to form a conservation law for \( q_{3D} : \frac{Dq_{3D}}{Dt} = 0 \). Although \( q_{3D} \) is materially conserved in an inviscid adiabatic fluid similar to the Ertel PV given by (2), it differs conceptually from \( q \) in that its conservation depends on the approximations used in semigeostrophic theory [Viúdez, 2005]. Having said this, the material invariance of (22) is consequential, as it implies that in an adiabatic inviscid geostrophic flow that initially has \( f q_{3D} > 0 \) everywhere, the semigeostrophic equations can be integrated forward for all times, as the semigeostrophic limit of balance can never be crossed. When friction or diabatic effects are present, this is not always the case, as both \( q_{3D} \) and the Ertel PV (2) can be driven to negative values under certain conditions, as described in the next section. In three-dimensional numerical simulations [e.g., Mahadevan and Tandon, 2006], the regions where the PV changes sign tend to coincide with the sites of most intense submesoscale activity and downwelling.

### 3.2. Frictional or Diabatic Modification of the Potential Vorticity

Changes in the PV arise from convergences or divergences of PV fluxes

\[
\frac{\partial q}{\partial t} = -\nabla \cdot (u q + J^{na}), \tag{23}
\]

where \( q \) is the Ertel PV given by (2) and

\[
J^{na} = \nabla b \times F - D (f \hat{k} \cdot \nabla \times u) \tag{24}
\]

is the nonadvective PV flux [Marshall and Nurser, 1992]. Thomas [2005] shows that friction or diabatic processes, that is (18), acting at the sea surface will result in a reduction of the PV when

\[
\frac{f J^{na}}{\zeta} = f \left[ \nabla b \times F \cdot \hat{k} - D (f + \zeta) \right]_{\zeta=0} > 0. \tag{25}
\]

Destabilizing atmospheric buoyancy fluxes reduce the buoyancy in the upper ocean \( D = Dh/Dt < 0 \), which, for inertially stable flows, \( f(f + \zeta) > 0 \), results in a diabatic PV flux that satisfies condition specified by (25) and reduces the PV. Friction can either input or extract PV from the fluid depending on the orientation of the frictional force and the lateral buoyancy gradient. Down-front winds drive PV fluxes that meet the condition specified by (25) and, as illustrated in nonhydrostatic simulations, Ekman-driven convection ensues to mix the stratification and reduce the PV [Thomas and Lee, 2005]. Friction injects PV into the fluid when a baroclinic current is forced by upstream winds or during frictional spin-down by vertical mixing of momentum [Boccaletti et al., 2007; (L. N. Thomas and R. Ferrari, Friction, frontogenesis and the stratification of the surface mixed layer, submitted to Journal of Physical Oceanography, 2007)]. Regardless of whether friction increases or decreases the PV, frictional modification of PV at the sea surface is largest in regions with strong lateral buoyancy gradients. Consequently, submesoscale phenomena with their enhanced baroclinicity are especially prone to frictional PV change.
4. IMPLICATIONS

As highlighted in the previous section, in the submesoscale regime \( Ro - Ri \approx 1 \), vertical motions are enhanced. In this section, we discuss implications of the submesoscale vertical fluxes on budgets of the buoyancy, PV, and biogeochemical properties along with possible approaches to parameterization.

4.1. Effect on Mixed-Layer Stratification

The MLI described in section 2.3 release available potential energy from upper ocean fronts by inducing an upward buoyancy flux \( \overline{w' \phi'} \) that tends to restratify the mixed layer, for example, Figure 2c. Submesoscale vertical buoyancy fluxes play an important role in the buoyancy budget of the mixed layer by competing with, or augmenting, buoyancy fluxes associated with small-scale turbulent motions. This may be expressed as

$$\partial_t \overline{\phi} + \nabla \cdot (\overline{w' \phi'} + \overline{u' \phi'}) + \partial_z (\overline{w' \phi'} + \overline{w'' \phi''}) = \mathcal{D},$$

(26)

where the overline denotes a lateral average, primes denote the deviation from that average, and the turbulent effects are encompassed in the diabatic term \( \mathcal{D} \). The horizontal and vertical eddy fluxes of buoyancy on the left-hand side of (26) have contributions from both mesoscale and submesoscale flows. Submesoscale-resolving numerical experiments show that the vertical buoyancy flux \( \overline{w' \phi'} \) is dominated by submesoscale eddies, while the lateral eddy buoyancy flux \( \overline{u' \phi'} \) is largely mesoscale [Capet et al., 2008a; Fox-Kemper et al., 2007]. While \( \overline{w' \phi'} \) acts to redistribute buoyancy rather than generate a net input of buoyancy (as would be induced by an actual surface heat flux), expressing the vertical buoyancy flux in units of a heat flux gives the reader an appreciation for the strong restratifying capacity of submesoscale flows and motivates a parameterization. The submesoscale vertical buoyancy fluxes simulated in the numerical experiments of Capet et al. [2008a] had values equivalent to heat fluxes of \( \mathcal{O} \) (100 W m\(^{-2}\)). However, Capet et al. [2008a] find that in their forced model simulations, the sea surface temperature is not very sensitive to increasing grid resolution because the increase in restratifying submesoscale vertical buoyancy fluxes, although significant, is offset by an equivalent change in \( \mathcal{D} \) that tends to destratify the mixed layer.

Fox-Kemper et al. [2007] propose parameterizing the submesoscale vertical buoyancy flux using an overturning streamfunction, that is \( \overline{w' \phi'} = \Psi \overline{\phi'} \) (\( \psi \) indicates the cross-front direction). Using both dynamical and scaling arguments, they suggest that \( \Psi \) takes the form

$$\Psi = \gamma \frac{H^2 \overline{\phi'}}{|f|},$$

(27)

where \( H \) is the mixed layer depth and \( \overline{\phi'} \) is the highest resolution cross-front buoyancy gradient in a non-submesoscale permitting simulation vertically averaged over the mixed layer. In performing a suite of numerical experiments with varying \( H, f \), and lateral buoyancy gradients, some forced by a diurnally varying heat flux, but none by wind stress, Fox-Kemper et al. [2007] showed that the buoyancy fluxes predicted by (27) compare well with those of the numerical solutions when the constant \( \gamma \) is in the range of 0.04 to 0.06 and the vertical structure function is \( \mu(z) = -4z(z + H)/H^2 \). Owing to its strong dependence on \( H \), implementation of (27) in a global circulation model has the greatest impact in regions with deep mixed layers and is found to alleviate the problem of overly deep mixed layers at high latitudes (B. Fox-Kemper, personal communication, 2007).

4.2. Frictionally Driven Eddy Potential Vorticity Fluxes

As described in section 2.4.2, down-front, wind-forced baroclinic flows form submesoscale circulations that advect PV and induce eddy PV fluxes. In two-dimensional simulations, submesoscale ASCs drive vertical PV fluxes that scale with the surface frictional PV flux, i.e.,

$$\overline{w' q'} \propto \nabla \phi \times \frac{\overline{\phi'}}{|f|} \mid_{z=0}$$

(28)

where \( q \) is the full Ertel PV, the overline denotes a lateral average, and primes denote a deviation from that average [Thomas, 2005]. At a fully three-dimensional front, an analogous result holds: along-isopycnal eddy PV fluxes on isopycnal surfaces that outcrop at a front that is forced with down-front winds scale with the frictional PV flux averaged over the outcrop window of the isopycnal (see Figure 5). Thus,

$$\int \int_{z=z_b} q'' v'' dz dx \sim \int \int_{\Delta} \nabla h b \times F \cdot \frac{\partial k}{\partial x} dy dx$$

(29)

where \( z, z_b \) are the top and bottom depths of the isopycnal layer, \( \Delta \) is the area of the outcrop, \( x \) is the along-front direction, and the double primes denote the deviation from the thickness-weighted isopycnal mean, i.e., \( v'' = v - \overline{v} \overline{h''} h^{-1} \), \( h = z - z_b \) (the overline denotes a \( x \) average) [Thomas, 2007]. Results from a high-resolution numerical simulation demonstrating this are shown in Figure 5 to illustrate the correspondence between eddy and frictional PV fluxes. The details of the initial configuration and numerics of the simulation can be found in the work of Thomas [2007]. The key element of the experiment is that the front is initially aligned in the \( x \) di-
rection and is forced by a spatially uniform down-front wind that persists through the 7.3-day-long experiment (this differs from the experiment described by Thomas [2007] where the wind stress is shut off after 3.6 days). As can be seen in Figure 5b, the destruction of PV by the winds results in the formation of low, even negative, PV fluid where the frontal isopycnals outcrop into the surface Ekman layer (z > -40 m and 100 km > y > 90 km). Streamers of low PV surface fluid are subducted into the interior by the submesoscale instabilities, while high PV interior fluid is drawn to the surface so that a positive eddy PV flux is induced at the y locations of the eddies. Once the eddies grow to finite amplitude, the relation shown in (29) holds, Figure 5d. In an experiment where the winds are turned off, (29) also holds, but the eddy PV flux, which persists after the winds cease, scales with the frictional PV flux at the time of the wind forcing, suggesting that there is a temporally nonlocal relation between the two fluxes [Thomas, 2007].

Isopycnal eddy PV fluxes are important because they drive an eddy-induced transport velocity (also known as a

Figure 5. An example of submesoscale eddy PV fluxes driven by winds. (a) Down-front winds of strength 0.2 N m$^{-2}$ forcing a front induce an upward frictional PV flux, triggering frontal instabilities that distort the bounding frontal isopycnal surfaces $\rho_-$ (gray) and $\rho_+$ (black) ($\Delta \rho = \rho_- - \rho_+ = 0.2$ kg m$^{-3}$), shown here $t = 4.1$ days after the onset of the winds. (b) Isopycnal map of the PV (shades) and velocity (vectors) averaged in the vertical over the isopycnal layer shown in (a) illustrates the manner in which the instabilities subduct low PV from the surface while upwelling high PV from the pycnocline. (c) The correlation of the velocity and PV fields results in a net positive meridional eddy PV flux along the isopycnal layer $\partial \partial q v dz dx > 0$. (d) A time series of the maximum value of the eddy PV flux with respect to y (solid) and the frictional PV flux integrated over the outcrop area (dashed) reveal that the two fluxes scale with one another after the initial growth of the instabilities, i.e. $t > 3$ days.
bolus velocity, which can be related to the residual circulation of the transformed Eulerian mean equations; \textit{Plumb and Ferrari} [2005]) that can play an important role in the advection of tracers. When the tracer is the buoyancy, advection by the eddy transport velocity can result in restratification. Indeed, the process of mixed layer restratification by MLI described by Fox-Kemper et al. [2007] and summarized in section 4.1 is expressed in terms of the flattening of isopycnals by an overturning stream function associated with the residual circulation. In the wind-forced problem, the eddy transport velocity $v^* = \frac{\bar{v}h}{h - \bar{v}}$ was found to scale with the eddy PV flux, i.e., $v^* = -\int q^* w^* dz dx / (D_b L_x f)$, where $D_b$ is the buoyancy difference across the isopycnal layer and $L_x$ is the zonal width of the domain [Thomas, 2007]. As the eddy PV flux also scaled with the surface frictional PV flux, i.e., (29), and the magnitude of frictional force is set by the strength of the wind stress $\tau$ and Ekman depth $\delta$, it was shown that the eddy transport velocity scaled with the Ekman flow $v_e = \tau/(\rho f \delta)$ [Thomas, 2007]. This result suggests that a closure scheme for submesoscale eddy PV fluxes and residual circulation at wind-forced baroclinic currents would have a dependence on the wind stress, which would be in contrast to parameterizations based on down-gradient PV fluxes that make no explicit reference to atmospheric forcing.

4.3. Effect on Biogeochemistry

Submesoscales processes affect ocean biogeochemistry in multiple ways. First, as submesoscale vertical velocities are substantially higher than their mesoscale counterparts, the vertical fluxes they support enhance phytoplankton productivity and air-sea gas exchange. Phytoplankton productivity, and the strength of the biological pump, is typically limited by the availability of nutrients that are plentiful at depth, and light, which is at the surface. Modeling studies of fronts show that the upward flux of nutrients into the euphotic layer and consequently, new production, intensify with progressively higher horizontal model resolution (increased from 40 to 10 km by Mahadevan and Archer [2000] and from 6 to 2 km by Lévy et al. [2001]), signifying that submesoscale processes are at play. Second, as vertical motion is strongly linked to horizontal strain at submesoscales, regions of high strain in which tracer filaments are stretched and stirred by lateral motions at the surface affect ocean biogeochemistry in multiple ways. First, as submesoscale vertical velocities are substantially higher than their mesoscale counterparts, the vertical fluxes they support enhance phytoplankton productivity and air-sea gas exchange. Phytoplankton productivity, and the strength of the biological pump, is typically limited by the availability of nutrients that are plentiful at depth, and light, which is at the surface. Modeling studies of fronts show that the upward flux of nutrients into the euphotic layer and consequently, new production, intensify with progressively higher horizontal model resolution (increased from 40 to 10 km by Mahadevan and Archer [2000] and from 6 to 2 km by Lévy et al. [2001]), signifying that submesoscale processes are at play. Second, as vertical motion is strongly linked to horizontal strain at submesoscales, regions of high strain in which tracer filaments are stretched and stirred by lateral motions at the surface.
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**Figure 6.** The domain-wide convergence of the vertical flux, or $\frac{1}{2} \frac{d}{d z} \frac{\partial c}{\partial t}$, which denotes the rate of nutrient uptake, is plotted as a function of time for two numerical experiments. In the middle panel, we compare the nutrient uptake rate for a model run that develops submesoscale structure due to a constant down-front wind, with one that is unforced and lacks submesoscale structure. In the right panel, we show another experiment where we compare the uptake rate between two cases: one in which the lateral diffusivity of the tracer is zero in the numerical model and a second in which it is enhanced to 100 m$^2$ s$^{-1}$. The lateral variability in the distribution of the tracer is shown in Figure 7. The left panel shows the initial tracer profile $c_0(z)$. In both experiments, the tracer concentrations are normalized between 0 and 1.
are also regions of intense up or downwelling. The vertical velocities, in turn, can affect the lateral stirring of a phytoplankton bloom and enhance phytoplankton productivity through nutrient supply in filaments as well as carbon export through the subduction of organic matter and the air-sea transfer of carbon dioxide. A further effect of submesoscale processes on ocean biogeochemistry is that they generate lateral gradients at scales of ~1 km and create spatial heterogeneity in property
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**Figure 7.** Modeling the nutrient and biological productivity due to submesoscale vertical fluxes shows a reduction in productivity when the lateral diffusivity of the biological tracers is increased to 100 m$^2$s$^{-1}$. The leftmost column shows the physical variables, density anomaly (in kg m$^{-3}$) and vertical velocity (in mm s$^{-1}$). These are the same for the two simulations compared. The middle column shows how the vertical submesoscale velocities supply nutrient and fuel biological productivity in the euphotic zone. The nutrient concentration is normalized between 0 and 1, and biological productivity is the rate of uptake of nutrient. The right column shows simulations with increased lateral diffusivity of the biogeochemical tracers. In this case, vertical nutrient transport is suppressed as pathways for transport are obliterated by diffusivity.
distributions. A number of biological processes are affected by distribution patchiness, as they are limited by access to nutrients, oxygen, or properties that are involved in a reaction.

Biogeochemical properties typically exhibit a large vertical concentration gradient because they are altered by processes that are depth-dependent but limited by the rate of vertical exchange. The ratio of the timescale of vertical advection to that of the processes altering the tracers (such as biological production) is an important parameter (termed the Damköhler number), which affects not only the biogeochemical tracer flux and the time-averaged vertical tracer profile but also the spatial heterogeneity of the tracer distribution in the upper ocean. Submesoscale processes increase lateral spatial heterogeneity of biogeochemical properties either by introducing submesoscale concentration anomalies due to vertical advection or by the lateral straining and drawing out of filaments. In the former case, an increase in the altering process (or reaction) timescale shifts the spatial variance towards larger scales [Mahadevan and Campbell, 2002]. In the latter, slower reaction timescales offer greater scope for filamentation and increased submesoscale spatial variance [Abraham, 1998].

We quantify the rate of vertical exchange in the upper ocean in numerical experiments by tracking the cumulative divergence of the vertical flux of a tracer $c$, with an initial vertical concentration profile $c_i(z)$. The profile $c_i(z)$ is chosen to represent the mean profile of a phytoplankton nutrient like nitrate; it is abundant at depth, but depleted from the surface, with a strong vertical gradient between 50 and 250 m (Figure 6). The rate of supply of the tracer for phytoplankton production, $-w \frac{\partial c}{\partial z}$, is the convergence of the vertical flux. Our numerical experiments are set within an east-west periodic domain, with a north-south density gradient representative of an upper ocean front. As the tracer is advected in the frontal flow field, we restore its concentration to the initial profile $c_i(z)$ with an e-folding timescale $\tau$, such that

$$\frac{\partial c}{\partial t} + u \frac{\partial c}{\partial x} + v \frac{\partial c}{\partial y} + w \frac{\partial c}{\partial z} = -\frac{1}{\tau} (c - c_i(z)). \quad (30)$$

Faster restoring, that is smaller $\tau$, maintains smaller values of $c - c_i(z)$, sharper vertical gradients, and thus higher vertical fluxes. When $c > c_i(z)$, the negative right-hand side term denotes the uptake of nutrient by phytoplankton. We quantify the convergence of vertical tracer flux over the entire domain by integrating the uptake of the nutrient-like tracer by phytoplankton. By writing $c = c_i(z) + c'$ and noting that the domain-wide average of $c'$ (denoted by an overbar) is zero, that is $\bar{c}' = 0$, we get, for $\frac{\partial c}{\partial z} < 0$,

$$w^{(+)} \frac{\partial c}{\partial z} = -\frac{1}{\tau} (c - c_0(z))|_{c>c_0}, \quad (31)$$

where $w^{(+)}$ refers to positive (upward) $w$. Thus, the convergence of vertical flux, which is the rate of supply of nutrient, is calculated by evaluating the magnitude of the right hand side $\frac{1}{\tau} \bar{c}'|_{c>c_0}$ of (31), specifically when $\bar{c}' > 0$.

An enhancement of the rate of uptake of a nutrient-like tracer by wind-forced submesoscale instabilities can be seen in Figure 6 where we compare the vertical divergence of tracer flux from a numerical experiment in which submesoscale structure is generated by surface wind to a case without wind forcing and submesoscale structure. In these simulations, the mixed layer is 50 m deep. The tracer is restored to its initial profile $c_i(z)$ on a timescale $\tau = 3$ days. The convergence of vertical flux of tracer is the amount of tracer that is removed per time step to perform the described restoration of the tracer profile. By treating the tracers identically in both the wind-forced and unforced cases, the difference in the nutrient uptake can be attributed entirely to the differences in the vertical velocities between the model runs, which turns out to be substantial.

In another experiment (Figure 7), the lateral variability in tracer distribution introduced by submesoscale processes is suppressed by increasing the lateral diffusivity of the tracer. The result is that narrow pathways for vertical transport are obliterated, and vertical tracer flux is substantially diminished (Figure 6, right panel). When the tracer is considered to be nitrate and its vertical transport results in phytoplankton productivity, the lateral diffusion of tracer diminishes phytoplankton productivity in the model.

5. DISCUSSION

As described in section 4.1, restratification of the mixed layer by submesoscale flows is accomplished at the expense of the available potential energy (APE) stored in the larger scale baroclinic currents in which they form. This characteristic of submesoscale flows, which is a consequence of their strong secondary circulations, hints at their potentially important role in the energy budget of the ocean, a subject that is explored in this section.

The power spectrum of kinetic energy is often used to characterize the energy distribution in terms of length scales. While three-dimensional turbulence spectra show a characteristic $-5/3$ power law (or $-5/3$ slope in log-log space) and the cascade of energy to smaller scales, stratified quasi-geostrophic mesoscale flow (geostrophic turbulence) spectra have a $-3$ slope [e.g., Vallis, 2006] and a
reverse energy cascade. With increasing grid resolution in a primitive equation model, Capet et al. [2008a] find the spectral slope transitions from \(-3\) to \(-5/3\) slope in atmospheric spectra derived from aircraft observations [Tulloch and Smith, 2006]. SQG has also been advanced by Lapeyre et al. [2006] as appropriate for \(O(1)\) Rossby number flows with scales smaller than mesoscales. For the oceanic case, simulations by Klein et al. [2007] show a transition from \(-3\) to \(-5/3\) slope in the EKE spectrum from the interior to the upper ocean, with a reverse cascade at larger scales and a forward energy cascade at \(O(1)\) km. As shown in section 3.1.2, the frontogenetic motion described by semi-geostrophic equations also produces a forward energy cascade, as smaller lengthscale structures arise as frontogenesis occurs. In contrast to the QG equations, the SG equations do not neglect advection by ageostrophic flow. (Capet et al., Mesoscale to submesoscale transition in the California Current System: Energy balance and flux, submitted to Journal of Physical Oceanography, 2007) show that although their contribution to the eddy kinetic energy (EKE) is small, the forward kinetic energy (KE) flux is entirely associated with advection by the horizontally divergent, ageostrophic component of the flow. Although the ageostrophic flow is weaker than the geostrophic flow, it plays a critical role in the forward cascade at small scales and in frontogenesis (Molemaker et al., Balanced and unbalanced routes to dissipation in an equilibrated Eady flow, submitted to Journal of Fluid Mechanics, 2007). It also follows that the vertical velocity distribution in the SQG and SG models is different and will likely result in very different verticaltracer fluxes. The SQG extension model of Hakim et al. [2002] allows for cyclonic/anticyclonic asymmetry and an up/down asymmetry in the vertical velocity similar to the SG model because both include higher order contributions to the potential vorticity.

As discussed in section 3.1.2 and by Andrews and Hoskins [1978], the semigeostrophic frontal equation leads to flattening of the slope of the KE spectrum to \(-8/3\) at the time of frontal collapse. Boyd [1992] shows that this slope is ephemeral, and as the front evolves into a discontinuity, the slope of the energy spectra would flatten further to \(-2\), which is characteristic of jump discontinuities. Numerical experiments that are actively being forced, either by buoyancy loss [Legg and McWilliams, 2001] or by wind stress [Capet et al., 2008a], also show a \(-2\) slope for EKE, raising questions about the relative contributions of atmospheric forcing, frontogenesis, and APE release by instability in the energetics of submesoscale flows.

Many questions remain open with regard to submesoscales. The numerical experiments described in section 4.2 emphasized the role of wind forcing in driving submesoscale eddy PV fluxes. It remains to be seen if a similar result holds true for submesoscale motions driven by atmospheric buoyancy fluxes. Another question is whether there is a general relation between nonadvective PV fluxes (frictional or diabatic) induced by atmospheric forcing and eddy PV fluxes or whether the relation is specific to the case of down-front winds.

The cumulative effects of submesoscale processes on larger scales are beginning to be assessed in terms of mixed layer restratification (B. Fox-Kemper and R. Ferrari, Parameterization of mixed layer restratification. II: Prognosis and impact, submitted to Journal of Physical Oceanography, 2007), although it is not well understood how submesoscale dynamics affect the PV budget at the large scale. A review of the general ocean circulation energetics by Wunsch and Ferrari [2004] notes that the energy pathways from mesoscale eddies to internal waves are not well understood and have not been quantified. As it turns out that the limits of balance coincide with the growth of unbalanced instabilities at the submesoscale, it is possible that the energy pathway from mesoscale to internal waves is via unbalanced submesoscale instabilities [Molemaker et al., 2005]. However, it remains to be shown whether this breakdown in balance leads to triggering energy into internal gravity waves or whether direct interactions between the balanced submesoscale flows and a preexisting internal wave field affects energy transfer from large to small scales [Bühler and McIntyre, 2005; K. L. Polzin, How Rossby waves break. Results from POLYMODE and the end of the enstrophy cascade, submitted to Journal of Physical Oceanography, 2006]. Whatever the mechanism, the downscale cascade of energy from submesoscales could have far-reaching implications on mixing and dissipation. This, plus the implications for vertical transport of buoyancy, momentum, and biogeochemical properties, makes it important to improve our understanding of submesoscale phenomena.
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